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Finding self-consistent distributions of beam particles interacting with each other via the space
charge force is one of the challenges of accelerator physics. Exactly solvable models are used for
simulation benchmarks, instability threshold calculations, etc. Since such distributions have been found
only in one and two dimensions (Kapchinsky-Vladimirsky distribution), it is not possible to apply them
to a general three dimensional motion. This paper shows how to construct new sets of self-consistent
distributions, extending even to the three dimensional case.
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I. INTRODUCTION

In this paper we deal with particles moving in linear
external focusing fields and interacting with each other in
free space via space charge. The vacuum chamber shield-
ing is neglected throughout the paper. We define self-
consistent distributions with linear force as distributions
in which the linearity of the force is conserved not only
when the beam particles are subject to external linear
focusing, but also to their mutual space charge interac-
tion. These distributions are solutions of theVlasov equa-
tion, which states that the total time derivative of the
distribution is equal to zero. The solutions of this equation
are all invariants of the motion—their total derivative
with respect to time is equal to zero. The following is
also true —any function of the invariants of the motion
is also a solution of the Vlasov equation. We call invari-
ants (including distributions that satisfy theVlasov equa-
tion) time dependent when they depend not only on
coordinates and momenta, but also directly on time
(one example is the Courant-Snyder invariant which is a
quadratic form of coordinates and momenta with time
dependent coefficients).

Kapchinsky and Vladimirsky obtained the first self-
consistent time dependent space charge distribution (KV
distribution) in the two dimensional case [1]. It has the
unique property that under all linear phase space trans-
formations the space charge force depends linearly on the
coordinates. The KV distribution depends only on one
invariant function of coordinates and momenta, which
corresponds to a single Hamiltonian when the focusing is
time independent. It was shown in Appendix A of [2] that
an extension of this model to three dimensions is not
possible. There is no distribution function in three dimen-
sions that depends only on one invariant (the Hamiltonian
in the time independent case) and produces linear space
charge forces.

Recently, methods to obtain self-consistent time inde-
pendent space charge distributions were developed for
both cases of linear [3] and nonlinear [4] external focus-
ing and space charge forces. Interesting equations for
1098-4402=03=6(9)=094202(12)$20.00 
constant space charge density were analyzed in Ref. [5].
The general time dependent case is beyond the reach of
modern theoretical mechanics. Even single particle mo-
tion under nonlinear time dependent forces is not analyti-
cally solvable. Exceptions occur in some special cases of
forces with symmetries, as, for example, in the case of
round beams with special dependence of the force on time
and coordinate (see [6], and references therein). Round or
spherical beams yield the first examples of the new self-
consistent time dependent space charge distributions with
linear forces, where the dependence is now on two invar-
iants, one of which is the angular momentum. The next
section shows how to construct such distributions. In
Sec. III, it is shown how to construct distributions de-
pending on more than one invariant in cases without
special symmetries. Equations describing the evolution
of the beam envelope for these distributions are presented
in Sec. IV. The practical aspects of our findings are
discussed at the end of the paper.

II. TWO DIMENSIONAL ROUND AND THREE
DIMENSIONAL SPHERICAL SELF-CONSISTENT

DISTRIBUTIONS

A. First case: two dimensional round beam

To begin, consider the simple model of an azimuthally
symmetric distribution function in an azimuthally sym-
metric channel with periodic external focusing. Any
function that depends only on invariants of the motion
satisfies the Vlasov equation for distribution functions
(see the discussion of this matter in the Introduction). In
our analysis, we use the normalized radial coordinate
R � r=

����
�

p
and its derivative R0 with respect to the beta-

tron phase, where r is the conventional radius and �
denotes the accelerator beta function for round (e.g.,
solenoidal) focusing. In this case, the betatron phase  ,
which is differentially related to the longitudinal coordi-
nate s by d � ds=�, serves as the new ‘‘time’’ variable.
Note that, in terms of the normalized radial coordinate,
the usual normalized rectangular coordinates are X �
x=

����
�

p
� R cos
 and Y � y=

����
�

p
� R sin
, where 
 is
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the angle corresponding to radius R. In these coordinates, the Hamiltonian of the motion is time independent. The time
dependence of the distribution is related to the time dependent beta function—the equations for it are given in Sec. IV.

Consider two dimensional distributions which depend on two invariants: the angular momentum M and the
Hamiltonian H, where M � XY0 � YX0 � R2
0 and H � R02=2� R2=2�M2=2R2. Our goal is to find all distribution
functions, f�H;M�, that give rise to linear forces. The two dimensional interparticle force (here due to space charge
only) in Cartesian coordinates is

~FF�X; Y� �
Z
�

2��r0� ~RR� ~RRi�dXidYi
�3
r�2

r��X� Xi�2 � �Y � Yi�2	

Z 1

�1

Z 1

�1
f�Hi;Mi�dX0

idY
0
i ; (1)

where � is the region of nonzero beam density, � is the linear density of the beam, r0 is the classical radius of the beam
particle, �r and �r are the relativistic factors, ~RR� ~RRi � �X� Xi; Y � Yi�, and the integration is over the variables with
subscript i. Here we assume the integral of the distribution function over normalized variables is equal to unity. It is
more convenient to express the force in radial coordinates via normalized variables. The transformation Xi; X0

i; Yi; Y
0
i !

Ri; R0
i;Mi;
i from rectangular to radial normalized coordinates is canonical, and therefore the Jacobian is equal to 1.

The force in radial coordinates has only a radial component and, after integration over the angle 
i, it is equal to

F�R� �
4���r0
�3
r�2

rR

Z R

0
dRi

Z
�
f�Hi;Mi�dR0

idMi; (2)

where � is the integration space (yet to be determined) over angular momentum and radial angle. In order for the force
to be linear, the inner integral must be proportional to the radius, Ri.We substitute for the variable R0

i in terms of Hi �
R2
i =2� R02

i =2�M2
i =2R

2
i to findZ

�
f�Hi;Mi�dR0

idMi �
Z b

a
dMi

Z d

c

f�Hi;Mi�dHi�����������������������������������������������������
2�Hi � �R2

i �M2
i =R

2
i �=2	

q / Ri; (3)

where a, b, c, and d are yet to be determined. To find c and

d, we introduce the beam radius Rb (all R< Rb) and fix
Mi. Assuming Mi is sufficiently small (R2

i �M2
i =R

2
i <

R2
b �M2

i =R
2
b), the energy Hi limit is determined by two

stop points (velocity equal to zero). The lower stop point
is the value of Hi at Ri, c � �R2

i �M2
i =R

2
i �=2, and the

upper stop point is the value at the beam radius Rb, d �
�R2

b �M2
i =R

2
b�=2. If Hi is smaller than �R2

i �M2
i =R

2
i �=2,

the particle never reaches Ri and this integration space
should be excluded; ifHi is higher than �R2

b �M2
i =R

2
b�=2,

the particle will cross the maximal beam radius and this
case should be excluded also—the distribution function
is equal to zero due to the constraint Ri < Rb. The relation
between the limits �R2

i �M2
i =R

2
i �=2< �R2

b �M2
i =R

2
b�=2

is true when 0<Mi < RbRi. This automatically deter-
mines the limits for Mi: a � 0 and b � RbRi. Therefore,
the distribution yields a linear force if it satisfies the
relation:
Z RbRi

0
dMi

Z �R2
b�M

2
i =R

2
b�=2

�R2
i�M

2
i =R

2
i �=2

f�Hi;Mi�dHi���������������������������������������������������
2�Hi��R2

i �M
2
i =R

2
i �=2	

q ��Ri;

(4)

where � is an arbitrary constant. This integral equation
has infinitely many solutions. Before giving a variety of
solutions, we present one of the simplest distributions to
show the basic principle. Equation (4) will be satisfied if
the inner integral takes the form, independent of Mi:Z �R2

b�M
2
i =R

2
b�=2

�R2
i�M

2
i =R

2
i �=2

f�Hi;Mi�dHi�����������������������������������������������������
2�Hi � �R2

i �M2
i =R

2
i �=2	

q � �=Rb: (5)
094202-2
This type of equation is called Abel’s integral equation
(see [7]) and it has the following solution:

f�Hi;Mi� �

���
2

p
�

�Rb
�����������������������������������������������
�R2

b �M2
i =R

2
b�=2�Hi

q : (6)

Consider a more general case:

Z �R2
b�M

2
i =R

2
b�=2

�R2
i�M

2
i =R

2
i �=2

f�Hi;Mi�dHi�����������������������������������������������������
2�Hi � �R2

i �M2
i =R

2
i �=2	

q
� g��R2

i �M2
i =R

2
i �=2;Mi	: (7)

Then, to obtain a linear force, the function g must satisfy
the relation:

Z RbRi

0
dMig��R2

i �M2
i =R

2
i �=2;Mi	 � �Ri: (8)

Intuitively, this equation must have an infinite number of
solutions, because the function under the integral depends
on two independent variables while the integral equation
itself imposes only one restriction. We look for a set of
solutions in the simplest form where the integrand de-
pends algebraically on two independent variables, R2

i �
M2
i =R

2
i and Mi, multiplied by some simple functions of

Mi. The idea is to find variables such that, upon substitu-
tion, the expression

RRbRi
0 dMig��R

2
i �M2

i =R
2
i �=2;Mi	=Ri

does not depend on Ri. By sorting out various functions,
we found solutions in this form:
094202-2
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g��R2
i �M2

i =R
2
i �=2;Mi	 �

�
g0�

R2
i�M

2
i =R

2
i

2Mi
�=

������
Mi

p
; Mi < R2

i ;
0; otherwise;

(9)

where g0 is an arbitrary function. It is easy to check by substituting � � Mi=R2
i that

Z RbRi

0
dMig��R2

i �M2
i =R

2
i �=2;Mi	=Ri �

Z 1

0

d�����
�

p g0

�
1

2�
�
�
2

�
� �;
so that the relation (8) is automatically satisfied. There are
infinitely many choices of g0 that satisfy

Z 1

0

d�����
�

p g0

�
1

2�
�
�
2

�
� �;

but one must take care in choosing. For example, if g0 is a
linear function of its argument, the integral diverges. On
the contrary, g0�t� / 1=t yields a finite value for the
integral. Therefore, any function g0 that yields a converg-
ing integral Z 1

0

d�����
�

p g0

�
1

2�
�
�
2

�

provides a good solution of Eq. (9).
It is not clear how to obtain all possible solutions of

Eq. (8). We leave this question for future work.
The solution for f from Eq. (7) is (see the solution for a

similar problem in, e.g., [7])

f�Hi;Mi� �

���
2

p

�

8><
>:
g��R2

b �M2
i =R

2
b�=2;Mi	�����������������������������������������������

�R2
b �M2

i =R
2
b�=2�Hi

q

�
Z �R2

b�M
2
i =R

2
b�=2

Hi

@g�s;Mi�

@s
ds������������������

�s�Hi�
p

9>=
>;:

(10)

B. Second case: three dimensional spherical
distribution

We now consider the case of spherically symmetric
distributions in three dimensions. In order to treat only
the simple electrostatic force, we carry out the analysis in
the frame of reference comoving with the beam. Under
the assumption of a periodic spherically symmetric ex-
ternal focusing force in the comoving frame, a single set
of Courant-Snyder parameters can be obtained. Then,
following a procedure analogous to that above for the
two dimensional case, we transform to normalized
spherical coordinates R, !, and 
. In terms of these
coordinates, with the phase angle d � ds=� as inde-
pendent variable, the single particle Hamiltonian can be
written H � fR02 � P2

!=R
2 � P2


=�R
2sin2!� � R2g=2 [8],

where R0 � dR=d � PR, P! � R2d!=d , and P
 �
R2sin2!d
=d are the canonical momenta conjugate to
R, !, and
, respectively. Hamilton’s equations then show
that P
 is a constant of the motion. For simplicity, we
take this constant to be zero, thus giving H �
fR02 � P2

!=R
2 � R2g=2. In this case, we now find that P!
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is an invariant, and we consider the class of three dimen-
sional distributions that depend on the two invariants H
and P!. In order to emphasize the similarity between this
case and the two dimensional problem, and because P! is
an angular momentum, we now change notation slightly
by defining M � P!.

As before, our goal is to find all distribution functions,
f�H;M�, that give rise to linear space charge forces. For
distributions of this form, the force has only a radial
component and, after integration over the angles ! and

, and over P
 (the distribution is proportional to a delta
function in this momentum), this force is equal to

F�R� �
4�

����
�

p
Nr0

�2
rR

2

Z R

0
dRi

Z
�
f�Hi;Mi�dR0

idMi; (11)

whereN is the total number of particles in the bunch, � is
the angular momentum and radial angle integration
space, and the integral of the distribution function over
Ri and � is equal to 1. By comparing Eqs. (2) and (11), we
see that the two and three dimensional results are essen-
tially identical except for the 1=R [Eq. (2)] versus 1=R2

[Eq. (11)] dependence. Therefore, the analysis of the two
dimensional problem carries over with slight modifica-
tion, and the condition for force linearity given by Eq. (4)
becomes

Z RbRi

0
dMi

Z �R2
b�M

2
i =R

2
b�=2

�R2
i�M

2
i =R

2
i �=2

f�Hi;Mi�dHi��������������������������������������������������
2�Hi��R2

i �M
2
i =R

2
i �=2	

q ��R2
i :

(12)

To obtain the simplest solution, similar to that given by
Eq. (6), one can again assume that the integrand does not
depend on Ri. Then the dependence on P! is obtained
automatically:

Z �R2
b�M

2
i =R

2
b�=2

�R2
i�M

2
i =R

2
i �=2

f�Hi;Mi�dHi�����������������������������������������������������
2�Hi � �R2

i �M2
i =R

2
i �=2	

q �
2�Mi

R2
b

:

(13)

The simplest solution, analogous to that given by
Eq. (6), for this Abel’s integral equation for f�H;P!� is
then

f�Hi;Mi� �
2

���
2

p
�Mi

�R2
b

�����������������������������������������������
�R2

b �M2
i =R

2
b�=2�Hi

q : (14)

Other solutions can be obtained for Eq. (12). For
094202-3
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FIG. 1. (Color) Distribution with linear force. Arrows and
circles show particle velocities and trajectories, respectively.
The filled area shows the region of uniformly distributed
particles.

1In fact, for this particular case, we will show that linearity
is preserved by almost all linear transformations. We mean that
even if we have linear damping (the force is linearly propor-
tional to the particle’s momentum) or linear growth of the
emittance, the space charge force of this distribution remains
linear. The exception consists of transformations, which rotate
the disk in four dimensional phase space such that the area of
its projection to the 2D plane is equal to zero. In this case the
space charge force is infinite. In real life this transformation
cannot be performed with the distribution, because the space
charge force will prevent it from being squeezed to a line.
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example, starting with Eq. (7), we now require g��R2
i �

M2
i =R

2
i �=2;Mi	 satisfying
Z RbRi

0
dMig��R

2
i �M2

i =R
2
i �=2;Mi	 � �R2

i : (15)

One infinite set of solutions is similar to Eq. (9):

g��R2
i �M2

i =R
2
i �=2;Mi	 �

�
g0�

R2
i�M

2
i =R

2
i

2Mi
�; Mi < R2

i ;
0; otherwise;

(16)

with arbitrary g0 that yields a converging integral over
the angular momentum. Because we started with Eq. (7)
here, the solution for f�Hi;Mi� is given once again by
Eq. (10).

In general, the distributions presented above do not
produce a linear force when the focusing is not azimu-
thally or spherically symmetric. In the course of simula-
tions we tried to transport one of these round distributions
through a transfer line consisting of conventional quadru-
poles. To our surprise we found that this particular dis-
tribution always remains elliptical with constant density.
The force linearity was preserved even in transfers
through nonazimuthally symmetric structures. This was
the first hint that there exist special outstanding distribu-
tions with properties like those of the KV distribution—
any linear transformation of these distributions in the
accelerator structure preserves their space charge force
linearity. Moreover, contrary to the KV distribution, they
can be extended to three and more dimensions, which
makes them realizable in practice. These special distri-
butions are described in the next section.

III. SELF-CONSISTENT DISTRIBUTIONS
PRESERVING LINEAR FORCE UNDER ANY

LINEAR TRANSFORMATION

We start with the special case of a two dimensional
azimuthally symmetric distribution to show how to con-
struct distributions that preserve the force linearity under
any linear transformation. We use again the normalized
coordinates X; Y and their derivatives X0, Y0 with respect
to the betatron phase. We assume azimuthally symmetric
focusing and equal horizontal and vertical tunes. The
change in beta function due to the space charge force is
assumed to be included. Therefore, in normalized varia-
bles we have the betatron frequency equal to 1, and
coordinates and their derivatives have the same dimen-
sion. Consider particles that have the following relations
between their coordinates and angles:

X2 � Y2 � R2; X0 � Y; Y0 � �X: (17)

These relations describe a curve in four dimensional
space and produce a circle when projected onto any of the
following pairs of variables: X-Y, X-X0, Y-Y0, or X0-Y0. In
particular, the first relation shows that this curve, pro-
jected into X-Y space, represents a circle with the radius
094202-4
R. Now assume we have a continuous set of such curves up
to some finite beam radius Rb and that the particle den-
sity, relative to R, on each curve is proportional to R. This
leads to a constant density in X-Y space and, because of
the linear relations in Eq. (17), the density is constant and
equal in each of the four planes of circular projection.
Since the density is constant in this case, a linear force is
automatically produced. Figure 1 shows the distribution
in X-Y space. As is clear from the picture, the bunch is just
a rigid rotating disk.

We now prove that this distribution has an outstanding
property—the linearity of its space charge force is pre-
served by any accelerator linear transport.1.

Geometric argument: the four dimensional elliptical
curve given by Eq. (17) retains its elliptical form under
any linear transformation (one dimensional analog—a
Courant-Snyder ellipse always remains an ellipse under
all linear transformations). In particular, the number of
particles in each ellipse is proportional to its area and the
094202-4
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projection to the X-Y plane implies a uniform density and
thus a linear force.

Algebraic proof: Consider an arbitrary nonsingular
linear transformation, �U;U0; V; V 0� � M�X;X0; Y; Y0�
(19)

094202-5
with inverse �X;X0; Y; Y0� � m�U;U0; V; V 0�, so that
mM � Mm � I. The nonsingularity requirement elim-
inates all singular linear transformations (see footnote 1),
a set of measure zero. The linear relations in Eq. (17) can
then be expressed in terms of �U;U0; V; V 0� as follows:
�mXU �mY0U�U� �mXU0 �mY0U0 �U0 � �mXV �mY0V�V � �mXV0 �mY0V0 �V0 � 0;

�mYU �mX0U�U� �mYU0 �mX0U0 �U0 � �mYV �mX0V�V � �mYV0 �mX0V0 �V0 � 0:
(18)
Unless the determinant of the coefficients of U0 and V 0

in Eq. (18) is zero (another set of transformations with
measure zero), these equations can be solved forU0 and V 0

as linear equations in terms of U and V: U0 � aU0UU�
aU0VV and V0 � aV0UU� aV0VV. Substitution of
these expressions for U0 and V 0 into �X;X0; Y; Y0� �
m�U;U0; V; V0� yields a further linear equation
�X;X0; Y; Y0� � s�U;V�, where U0 and V 0 have now been
eliminated. This result allows us to express the quadratic
equation in Eq. (17) as follows:
�s2XU�s2YU�U
2�2�sXUsXV�sYUsYV�UV��s2XV�s2YV�V

2�R2:
2The number of dimensions of interest is less than or equal
to 3, but all the constructions are valid for any number of
dimensions.
Equation (19) shows that, unless the coefficient ofU2 or
that of V2 is zero (another set of transformations having
measure zero), theU-V space transformation of Eq. (17) is
an ellipse. If we can show that the density remains a
constant in these ellipses, then the transformed force is
linear. The quadratic elliptical form of Eq. (19) together
with the linear dependence of the density with respect to
R suggests that this is true. A further illustration of this is
the fact that, for linear transformations, each element of
area in X-Y space transforms by a constant multiplier
to an area in U-V space. We see this as follows: Because
of the linear relationships in Eq. (17), we can write
U � �MUX �MUY0 �X� �MUY �MUX0 �Y and V �
�MVX �MVY0 �X� �MVY �MVX0 �Y, or more succinctly
as U � TUXX� TUYY and V � TVXX� TVYY. Then
the element of area in U-V space is dU ^ dV �
det�T�dX ^ dY. Thus, each element of area in the X-Y
space is mapped to an area in U-V space by a constant
multiplier, det�T�. Therefore, unless det�T� � 0, areas are
mapped by a constant multiplier and densities remain
uniform.

A similar approach works for the three dimensional
case, but rather than two linear relations as in Eq. (17),
one needs to introduce three linear relations and one
quadratic relation to produce a surface in six dimensional
phase space. Then this surface is populated proportional
to the value of R2. Now we generalize to a much broader
class of distributions. Since we deal with arbitrary linear
focusing below, the coordinates and angles are not nor-
malized from here.
Consider the case of n dimensional space, or 2n dimen-
sional phase space.2 All distributions we consider have a
form, written for n dimensions

fX� ~XX; ~XX
0� � g�Hb �H�

Ym
i�1

(�EijXj � E0
ijX

0
j�; (20)

where ~XX; ~XX0 are the n dimensional vector coordinates and
momenta, g is a function (to be found later), H is the
Hamiltonian if the case is time dependent —in the gen-
eral case it is an arbitrary quadratic positively defined
function of initial conditions.Hb is an upper bound of the
H, and in the product ofm delta functions we have m � n
and the matrix E0 has rank not less than m to avoid
degeneracy. In the following work we refer to this as
the fn;mg case. The bounding surface H � Hb defines
the bounding ellipsoid for this problem. Appendix A
shows that constant elliptical density yields a linear force
and that such a force remains linear under almost all
linear transformations.

The fn;mg case here is related to n dimensional motion.
The distribution function in this case depends on the
quadratic form of initial coordinates and angles, which
is an invariant of the motion, and on m linear combina-
tions of initial coordinates and angles. Finding the ap-
propriate distribution of particles, i.e., finding the
function g in Eq. (20), is sometimes impossible. For
example, it is shown in the Appendix of [2] that physical
distributions depending only on the Hamiltonian do not
exist in the three dimensional case, thus the f3; 0g case has
no solution. In the fn; ng cases, the distributions are
products of n delta functions of linear expressions inde-
pendent in the momentum space variables and the func-
tion g�H �Hb� is just the identity, so that the integration
over momentum space gives a constant coordinate space
density trivially. We list now solutions for the one, two,
and three dimensional cases. In all cases, we normalize f
in terms of the constant real space density, +.We note that
the value of this density changes under transformations of
the distribution. We take the function H [see (20)] for the
one, two, and three dimensional cases to be H �
1
2 �d

0
xX

02 � dxX
2� � Hb, H � 1

2 �d
0
xX

02 � dxX
2 � d0yY

02 �
094202-5
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dyY
2� � Hb, and H � 1

2 �d
0
xX

02 � dxX
2 � d0yY

02 � dyY
2 �

d0zZ
02 � dzZ

2� � Hb, respectively, where d0x, dx, d0y, dy, d0z,
and dz are positive constants and Hb is the limiting value
of H. In all cases, even including fn; ng in which H does
not explicitly appear in f, the condition H � Hb con-
strains the coordinates to the ellipsoidal volume so de-
fined. Therefore, in all cases below, the coordinates
and angles are constrained to lie within some boundary;
the distribution function outside this boundary is equal
to zero.

The f1; 1g case is very simple. It represents a rotating
segment in the 2D phase space. If the line density of the
segment is constant, its projection to 1D coordinate space
gives constant density and linearity of the force. The
distribution function is

f � +(�X0 � eX�; (21)

where e is an arbitrary constant.
For the f1; 0g case, f is a solution of Abel’s equation

(see, e.g., [2], p. 13) that can be written
094202-6
f �
+

�����
d0x

p
�

�����������������������
2�Hb �H�

p : (22)

The f2; 2g case is described at the beginning of the
Section. Again, we state the obvious solution for the
distribution function:

f � +(�X0 � exxX� exyY�(�Y0 � eyxX� eyyY�; (23)

where exx, exy, eyx, and eyy are arbitrary constants.
The distribution for the f2; 1g case is given by f �

g�H�(�Y0 � e0yxX0 � eyxX� eyyY�, where g is the func-
tion to be determined and e0yx, eyx, and eyy are arbitrary
constants. For the sake of simplicity, we present the
method of finding function g�H� when e0yx � 1 and eyx �
eyy � 0. The integration over angles has to be equal to the
constant density + as long as the Hamiltonian condition
is satisfied.

R
1
�1

R
1
�1 fdX

0dY0 � +. After integration
over Y0 we have
Z 1

�1

Z 1

�1
fdX0dY0 �

Z Hb

X2�Y2
g�H�dX0 �

Z Hb

dxX2�dyY2

g�H�����������������
d0x � d0y

q ��������������������������������������
H � dxX2 � dyY2

q dH � +:

This is again Abel’s equation [see Eq. (5)] with the solution

f �
+

����������������
d0x � d0y

q
�

�����������������������
2�Hb �H�

p :

When e0yx, eyx, and eyy are arbitrary constants, the same method yields the distribution function:

f �
+

�����������������������
d0x � d0ye

02
yx

q
�

�����������������������
2�Hb �H�

p (�Y0 � e0yxX
0 � eyxX� eyyY�: (24)

The f2; 0g case is given by the famous KV distribution:

f �
+

����������
d0xd0y

q
�

(�2�Hb �H�	: (25)

We do not present the details of its derivation since it has been a topic of many investigations (see, e.g., [2]).
The f3; 3g case follows the simple fn; ng delta-function form:

f � +(�X0 � exxX� exyY � exzZ�(�Y
0 � eyxX� eyyY � eyzZ�(�Z

0 � ezxX� ezyY � ezzZ�; (26)

where the eij are arbitrary constants. One can see that the form of the distributions is the same for the f1; 1g, f2; 2g, and
f3; 3g cases and is valid for any fn; ng case, because the integration over angles is automatically constant and, since the
coordinates are restricted within the elliptical boundary, the distribution in coordinate space is a uniformly filled
ellipsoid.

In the f3; 2g case, the procedure to obtain the distribution function is similar to that for the f2; 1g case. Namely, after
integration over two angles, the two delta functions in the distribution f3; 2g reduce the integral equation again to Abel’s
form. The final result is

f �
+

����������������������������������������
d0x � d0ye

02
yx � d0ze

02
zx

q
�

�����������������������
2�Hb �H�

p (�Y0 � e0yxX
0 � eyxX� eyyY � eyzZ�(�Z

0 � e0zxX
0 � ezxX� ezyY � ezzZ�; (27)

where the eij and e0ij are the arbitrary constants.
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The f3; 1g case is similar to the f2; 0g distribution. Namely, one delta function eliminates one angle variable. The
integration over the two remaining angles has to yield a constant density. But this is exactly the KV case. Therefore,
except for one delta-function factor, the distribution coincides with the KV, or f2; 0g case. It is

f �
+

����������������������������������������������������
d0xd

0
y � d0z�d

0
xe

02
zy � d0ye

02
zx�

q
�

(�2�Hb �H�	(�Z0 � e0zxX
0 � e0zyY

0 � ezxX� ezyY � ezzZ�; (28)

0
where the eij and eij are the arbitrary constants.
For the f3; 0g case, as shown in the Appendix of Ref. [2],

the distribution does not exist.

IV. ENVELOPE EQUATIONS FOR LINEAR FORCE
DISTRIBUTIONS

Recent studies [9] show that two dimensional envelope
equations give satisfactory descriptions of beam dynam-
ics and conditions for emittance growth. Therefore it is
useful to show how to obtain these equations for distri-
butions (21)–(28).

To obtain the envelope equations for the round beam,
we take the radial beam force from (2), assuming it is
linear:

F�R� �
2�e2

R
����
�

p
Z R

0
dRi

Z
�
f�H;M�dR0dM �

��e2R����
�

p ;

(29)

where R is the normalized radial coordinate, � �RRbR
0 dMg�R2 �M2=R2;M�=R, � is the linear beam den-

sity (in units of inverse length), g is determined by (9),
Rb �

���
"

p
, and " is the beam boundary emittance ".

Equation (10) shows how to calculate the distribution
function from g.

Substitution of this force into the well-known equation
for the square root w of the beta function (see, e.g., [10]),
which is linearly proportional to the beam envelope,
gives

w00 � K�s�w � 1=w3 �
�r0�

�2�3w
; (30)

where primes designate differentiation with respect to the
longitudinal coordinate s, K�s� is the external azimu-
thally symmetric focusing, r0 is the particle classical
radius, and � and � are the conventional relativistic
parameters. Using the relation a � w

���
"

p
between enve-

lope a and w, the equation (30) can be rewritten for a:

a00 � K�s�a � "2=a3 �
�r0�"

�2�3a
: (31)

For the 3D spherical beam case, the force, expressed in
normalized variables, is

F�R� �
Ne2

R2�

Z R

0
dRi

Z
�
f�H;P!�dR0dM �

Ne22R

3w2 ;

(32)

where R is the normalized radial coordinate, N
094202-7
is the number of particles, � �
RRbR
0 dP!g�R2 �

P2
!=R

2; P!�=R2, g is determined by Eq. (16), Rb �
���
"

p
,

and " is the beam boundary emittance ". In this case,
Eq. (10) again generates the distribution function from g.
The envelope equation in this case can be obtained in a
manner, similar to the 2D case:

a00 � K�s�a � "2=a3 �
Nr02"

3=2

3�2�3a2
: (33)

Omitting the oversimplified 1D case, we will obtain
equations for 2D and 3D cases [Eqs. (23)–(28)].
Unfortunately, for the two and three dimensional cases
the dynamics can no longer be described by a single
envelope parameter. For example, the two dimensional
ellipsoid also has an orientation angle as a parameter. For
this reason we no longer deal with normalized variables.
All the coordinates below are assumed to be real lengths
and angles. Instead of using the complicated notations of
envelopes and their orientations, we present the equations
for special parameters of the beam, through which all
other beam variables can be expressed. Consider the f2; 2g
case with initial distribution given by Eq. (23). In the
course of linear transformations, this distribution may
lose its symmetric form. In general, the coordinates and
angles of the bounding elliptical line in 4D phase space
can be parametrized in the following way:

x � a cos � b sin ; x0 � c cos � d sin ;

y � e cos � f sin ; y0 � g cos � h sin ;
(34)

where a; b; . . . are parameters for the bounding envelope,
and  is a free parameter running from 0 to 2�. The
projection of this line onto the XY plane gives an ellipse:

�xf� yb�2 � �xe� ya�2 � �af� eb�2: (35)

We have equations for x and y:

x00 � Kx�s�x � �
e

�2�3mc2
Ex;

y00 � Ky�s�y � �
e

�2�3mc2
Ey;

(36)

where Ex and Ey are the electric field components (we
have ignored for simplicity the external coupling between
x and y motion). To find the electric field in the free space
from elliptical distribution for (35) we first need to rotate
the ellipse to eliminate the coupling term, i.e., to express
old coordinates x; y via new coordinates xN; yN x �
094202-7
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xN cos’� yN sin’, y � yN cos’� xN sin’ such that the
ellipse relation (35) in the new system does not have a
xNyN term. The expression for the angle tangent can be
easily found:

tg’ � �
2�fb� ea�

a2 � b2 � e2 � f2
: (37)

In the new system the equation for the ellipsoid reads

x2N
c21

�
y2N
c22

� 1; (38)

where c21 � 1=��e2 � f2�cos2’� �a2 � b2�sin2’�
2�fb� ea� cos’ sin’	, c22 � 1=��e2 � f2�sin2’� �a2 �
094202-8
b2�cos2’� 2�fb� ea� cos’ sin’	. The electric fields
for the ellipse (38) [see the Appendix A, Eq. (A3)] after
the recalculation back from the rotated frame are

Ex �
4�exN

�c1 � c2�c1
cos’�

4�eyN
�c1 � c2�c2

sin’;

Ey �
4�eyN

�c1 � c2�c2
cos’�

4�exN
�c1 � c2�c1

sin’:
(39)

Substituting (34) and (39) into (36) and keeping in
mind that the angle  is fixed for particles and should
not be differentiated, we get the equations for the pa-
rameters a, b, e, and f by equating separately the factors
of sin and cos :
a00 � Kx�s�a �
5

c1 � c2

�
acos2’� e sin’ cos’

c1
�
asin2’� e sin’ cos’

c2

�
;

b00 � Kx�s�b �
5

c1 � c2

�
bcos2’� f sin’ cos’

c1
�
bsin2’� f sin’ cos’

c2

�
;

e00 � Ky�s�e �
5

c1 � c2

�
ecos2’� a sin’ cos’

c2
�
esin2’� a sin’ cos’

c1

�
;

f00 � Ky�s�f �
5

c1 � c2

�
fcos2’� b sin’ cos’

c2
�
fsin2’� b sin’ cos’

c1

�
; (40)
where 5 � 4�r0=�2�3. The equations for the remaining
constants c, d, g, and h can be obtained by differentiating
the coordinates and equating them to angles:

c0 � a; d0 � b; g0 � e; h0 � f: (41)

The f2; 1g case with distribution of Eq. (24) is more
complicated, but the envelope equation can be obtained in
the same manner. Since the boundary in phase space of
the distribution is a surface in this case, we need to
parametrize the coordinates with two angles 
 and  ,
calculate the force via these parameters, and substitute the
result into Eq. (36). We omit the details in favor of a three
dimensional example. We consider the f3; 3g case, with
distribution given by Eq. (26), which can be parametrized
with two angles 0<
,  < 2�. We consider a diagonal-
ized ellipsoid with no coupling between the horizontal,
vertical, and longitudinal directions:

x � a cos
 cos ; y � b sin
 cos ; z � c sin :

(42)

The potential for N uniformly distributed particles
inside this ellipsoid is given in Appendix A.
Substituting the potential and the coordinates into the
equations of motion yields
a00 � Kx�s�a �
Z 1

0

a5d6

�a2 � 6�3=2�b2 � 6�1=2�c2 � 6�1=2
;

b00 � Ky�s�b �
Z 1

0

b5d6

�a2 � 6�1=2�b2 � 6�3=2�c2 � 6�1=2
;

c00 � Kz�s�c �
Z 1

0

c5d6

�a2 � 6�1=2�b2 � 6�1=2�c2 � 6�3=2
;

(43)

where 5 � 3Nr0=�2�2�3�. The cases f3; 2g and f3; 1g can
be obtained in the same manner, but are not shown here.

V. PRACTICAL CONSIDERATION

Some of the distributions obtained here can be realized
in practice. For example, two dimensional distributions of
the f2; 2g kind, shown in Fig. 1, can be constructed in the
process of injection into a ring with painting. For bunches
much longer than the vacuum chamber radius, the longi-
tudinal space charge force is significantly reduced by the
vacuum chamber shielding, and a two dimensional ap-
proximation normally works for self-consistent station-
ary (or periodic) distributions. To carry out the injection
leading to distribution (23), it is necessary to satisfy
certain conditions, both in the injection painting scheme
and in the lattice: (i) The painted horizontal and vertical
emittances should be increased linearly in time in order
to yield a distribution of constant charge density; (ii) the
painted horizontal and vertical phases should differ by
094202-8
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90� to obtain an elliptical distribution in transverse
space, and (iii) the vertical and horizontal tunes must be
nearly equal to maintain a constant relationship between
the horizontal and vertical particle phases.

Figure 2 demonstrates these constraints in the creation
of a f2; 2g distribution by painting into the SNS lattice
[11]. The calculations were carried out using the ORBIT

code [12]. For simplicity, a first order linear approxima-
tion was used for single particle transport and the space
charge forces were calculated using the 2.5D model.
Painting was done for a 1 GeV proton beam with final
charge of 3� 1014 protons after 1060 turns, or about 1 ms.
The painted distribution was taken to be monoenergetic
and uniform in longitudinal phase space, and the rf
cavities were turned off to give a coasting beam. The
figure shows the particle distributions in transverse phase
space at the end of injection for three cases. In all cases
the beams were painted with horizontal and vertical
emittances "x�t� � "y�t� � "ft=tf, where "f and tf are
the final emittances and times, respectively, and the time
dependence of the painted emittance was chosen to pro-
vide a uniform charge density. This is illustrated by the
essentially linear decrease of the emittance curves in the
FIG. 2. (Color) Results of painting with linearly increasing emittan
for (red distribution) equal tunes and same horizontal and vertica
betatron phase separation, and (blue distribution) equal tunes and

094202-9
fourth plot of Fig. 2. In the first plot (in red), the beam was
painted with linear emittance increase in time and with
equal horizontal and vertical tunes Qx � Qy � 6:23, but
the bump sizes and angles were chosen to give equal
horizontal and vertical betatron phases. Because of this,
horizontal and vertical positions are directly correlated,
and a circular distribution cannot be formed. In the sec-
ond plot (in green), the beam was painted with linear
emittance increase in time and with horizontal and ver-
tical betatron phases 90� apart, so that horizontal and
vertical positions are inversely correlated. Although this
is a necessary condition for painting a round beam, it is
not sufficient. In this case the tunes were taken to beQx �
6:28 and Qy � 6:18, which causes the horizontal and
vertical phases to decohere, resulting in a rectangular
beam. In the third plot (in blue), the beam was painted
with linear emittance increase in time, the horizontal and
vertical betatron phases were painted 90� apart, and the
horizontal and vertical tunes were taken to be equal,
Qx � Qy � 6:23. Because of the 90� phase relationship
at the injection foil, the equal tunes, and the constant
density of the injected distribution, a round beam of type
f2; 2g is painted and preserved.
ce, as indicated by linearly decreasing emittance distributions,
l betatron phases, (green distribution) unequal tunes and 90�

90� betatron phase separation.

094202-9
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The 3D case is more suitable for short linac beams.
Spherical distributions (14), if obtained in beam sources,
require symmetric focusing. This can be achieved with
solenoidal focusing by combining longitudinal kicks with
solenoids to provide simultaneous equal focusing for all
three dimensions—all three tunes should be always
equal. It is an open question how to obtain in beam
sources the distributions of Eqs. (26)–(28) with arbitrary
linear focusing.

VI. CONCLUSION

This paper demonstrates that there exist a variety of
one, two, and three dimensional self-consistent distribu-
tions with linear space charge forces. For some special
distributions linearity is preserved under any linear trans-
formation of the phase space. The practical use of these
distributions is discussed.
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APPENDIX A: GENERAL CONSTRUCTION FOR
N DIMENSIONAL DISTRIBUTIONS

We start with the Eq. (20) for the distribution function.
Consider again the case of n dimensional space, or 2n
dimensional phase space. The basic problem we consider
is that of finding beam distributions in phase space that
will give constant space charge density in real space upon
integration over the momentum coordinates, and there-
fore linear force dependence, as shown below. All such
distributions found herein share the common functional
form, written for n dimensions

fX� ~XX; ~XX0� � g�Hb �H�
Ym
i�1

(�EijXj � E0
ijX

0
j�; (A1)

where ~XX; ~XX0 are the n dimensional vector coordinates and
momenta, g is a function, andHb is an upper bound of the
initial quadratic form H (we will use the term
Hamiltonian here), and in the product of m delta func-
tions we have m � n and the matrix E0 has rank not less
than m. In the following work we refer to this as the
fn;mg case. In the coordinate system defined by the axes
of the ellipsoid, the Hamiltonian in the cases herein takes
the diagonal form

H � 1=2� ~XXT ~XX0T�

�
DX 0
0 D0

X

��
~XX
~XX0

�
; (A2)

where DX;D0
X are positive definite diagonal n� n matri-
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ces and 0 is the zero matrix. The bounding surface H �
Hb defines the bounding ellipsoid for this problem. We
now demonstrate two important properties of such dis-
tributions: (1) Ellipsoids of constant space charge density
in real space give linear forces; and (2) these forces
remain linear under almost all linear transformations. It
is not necessary that the transformation be symplectic.We
note here that if the coordinate system ~XX; ~XX0 undergoes a
linear transformation, then the Hamiltonian in terms of
the transformed coordinates will be symmetric and posi-
tive definite.

First, let us show that the force is linear inside any
ellipsoidal distribution of constant charge density in real
space. Assume in n dimensions that we have a vector
(force) field and a scalar (density) that are related by r �
~EE � +. To this force field there corresponds a scalar
potential � such that ~EE � �r� and r2� � �+.
Assume also that we have an ellipsoidal volume of con-
stant charge density given in some orthonormal coordi-
nate system by the relation

P
n
i;j�1 aijXiXj � ~XXTA ~XX � R2

b,
where A is a symmetric matrix. Because A is symmetric,
it can be diagonalized using orthogonal matrices, and the
equation for the ellipsoid becomes

Pn
i�1�Y

2
i =c

2
i � � R2

b in
the new orthonormal coordinates Yi. In two dimensions,
the problem of constant charge density in an ellipse can
be solved in terms of elliptic cylindrical coordinates, and
the field inside the ellipse is linear. In three dimensions,
Smythe [13] has treated the case of a perfectly conducting
ellipsoidal shell, and Comunian et al. [14] have extended
this work to the calculation of the field and potential of a
uniform ellipsoidal charge distribution.3 Although they
presented their formulation specifically for three dimen-
sions, it is valid in the n dimensional case. The formula
for the electrostatic potential is the following:

�� ~YY� �
+
4

Yn
j�1

cj
Z 1

2

�
1�

Xn
k�1

Y2
k

c2k � 6

�
S�6�d6;

where

S�6� �
1�����������������������������Q

n
i�1�c

2
i � 6�

q ;

and 2 is given by the relation
Pn
i�1�Y

2
i =�c

2
i � 2�	 � 1 for

Yi outside the ellipsoid and by 2 � 0 for Yi inside the
ellipsoid. Given this expression for the potential, the
electric field is easily calculated to be

Ei� ~YY� � Yi
+
2

Yn
j�1

cj
Z 1

2

S�6�

c2i � 6
d6:

It is easy to show that both � and ~EE are continuous
everywhere (including across the boundary of the
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ellipsoid), that r � ~EE � �r2� � + inside and � 0 out-
side the ellipsoid, and that the behavior as ~YY ! 1 is
correct. Furthermore, inside the ellipsoid, the electric
field is clearly linear in the coordinates, thus establishing
the first property. It is interesting that, in two dimensions,
although the potential diverges logarithmically, the elec-
tric field converges and gives the KV result:

Ex �
4�ex

�c1 � c2�c1
; Ey �

4�ey
�c1 � c2�c2

; (A3)

where � is the number of particles per unit length.
Let us now establish the second property, namely, the

preservation of the linearity of the force under almost all
linear transformations. According to the first property,
this will be demonstrated if we can show that the integral
of the transformed distribution function over the trans-
formed momentum space is a constant density in the
transformed real space. We want to change variables in
such a way that the integral of the distribution function
over the angles has the initial form. If the initial force is
linear, it is linear for the new variables and vice versa—
this follows from the fact that all our changes of variables
preserve the linearity of the force. Below we deal with the
distribution fn;mg after it is integrated over m angles.
Because it has m delta-function factors, m angles disap-
pear, and one needs to substitute linear functions (coming
from arguments of delta functions) of the remaining
angles and coordinates into the quadratic form H.

Starting with the ~XX; ~XX0 coordinate system and the
associated distribution function and Hamiltonian, we
have the constant beam density:

+� ~UU� �
Z
H< Hb

fX� ~XX; ~XX0�dX0
1 ^ � � � ^ dX0

n�m � const:

(A4)

Now consider the nonsingular linear transformation
� ~XX
~XX0

�
�

�
m1 m2

m3 m4

�� ~UU
~UU0

�
� M

� ~UU
~UU0

�
:

Then the transformed distribution function can be related
to the original distribution by the conservation of the
number of particles in an arbitrary phase space volume
element, which gives fU� ~UU; ~UU0� � fX� ~XX; ~XX

0� detM. In the
~UU; ~UU0 coordinate system, the Hamiltonian is no longer

diagonal, but it is symmetric and positive definite:

H � 1=2� ~UUT ~UU0T�

�
SU CU
CTU S0U

�� ~UU
~UU0

�
;

where SU; S0U are symmetric and positive definite. The
strategy is to diagonalize this expression for the
Hamiltonian in a manner that retains the constancy of
U during integration over momentum space. The first step
is to remove the matrix CU, thus separating the momen-
094202-11
tum and coordinate subspaces. This can be accomplished
by defining new generalized coordinates by

� ~UU
~UU0

�
�

�
I 0

�B I

�� ~VV
~VV0

�
:

Choosing the matrix B to satisfy S0UB � CTU, which is
possible since S0U is invertible, the Hamiltonian in terms
of the ~VV; ~VV0 coordinates becomes

H � 1=2� ~VVT ~VV 0T�

�
SV 0

0 S0V

�� ~VV
~VV0

�
;

where SV � SU � BTS0UB and S0V � S0U are again sym-
metric and positive definite. Note that integration over the
momentum ~VV 0 space for fixed V also corresponds to fixed
U, since U � V. Because both SV and S0V are symmetric
matrices, it is possible to diagonalize them separately
through orthogonal transformations. Defining a final co-
ordinate system

� ~VV
~VV 0

�
�

�
O 0

0 O0

�� ~WW
~WW0

�
;

where O;O0 are the appropriate orthogonal matrices, the
Hamiltonian can be expressed in the ~WW; ~WW0 coordinate
system as

H � 1=2� ~WWT ~WW0T�

�
DW 0

0 D0
W

�� ~WW
~WW0

�
;

where DW � OTSVO and D0
W � O0TS0VO

0 are diagonal
positive definite matrices. Again, because of the separa-
tion of the coordinate and momentum subspaces, integra-
tion over the momentum ~WW0 space for fixed W
corresponds to fixed V, and hence to fixed U.
Furthermore, because the Jacobeans of the linear trans-
formations from ~UU, ~UU0 $ ~VV, ~VV 0 $ ~WW, and ~WW0 are
all unity, we find that fW� ~WW; ~WW

0� � fU� ~UU; ~UU
0� �

fX� ~XX; ~XX
0� detM � detMg�Hb �H�, where the matrices

F;F0 are obtained by substituting for ~XX; ~XX0 in terms of
~WW; ~WW0,

� ~XX
~XX0

�
�

�
m1 m2

m3 m4

��
I 0

�B I

��
O 0

0 O0

�� ~WW
~WW0

�
;

in the arguments of the delta functions, EijXj � E0
ijX

0 �
FijWj � F0

ijW
0
j and collecting terms. Because of the non-

singularity of the transformation relating ~XX; ~XX0 and
~WW; ~WW0, the matrix F has rank m except for a set of trans-

formations of measure zero. Let us now consider the
evaluation of the density obtained by integration over
momentum space in the ~UU; ~UU0 coordinate system. It is
obvious from the above transformations that fixing the
point ~UU and integrating over ~UU0 is equivalent to fixing V
or ~WW and integrating over V 0 or W0, respectively. Hence,
094202-11
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+� ~UU� �
Z
FixedU

fU� ~UU; ~UU0�dU0
1 ^ � � � ^ dU0

n�m

�
Z
FixedW

fW� ~WW; ~WW
0�dW0

1 ^ � � � ^ dW0
n�m

� detM
Z
H<Hb

g�Hb �H�dW0
1 ^ � � � ^ dW0

n�m:

(A5)

Equation (A5) shows that the integral in terms of
the ~WW; ~WW0 coordinates takes the same form as the origi-
nal integral (A4) in terms of ~XX; ~XX0. The Hamiltonian in
both cases is a positive definite diagonal quadratic form
with ellipsoidal boundary at Hb. Thus, the integral in
Eq. (A5) is a constant, independent of ~UU, and as shown
above, this results in a linear force in the transformed
coordinate system. Note that no assumption was made
regarding symplecticity. The second property is therefore
established.
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